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Exploring Responsible AI principles within Learning Analytics solutions
Context

Engagement with the Community

● Aim: gather information about 
○ the current status of the adoption and implementation of 

Learning Analytics systems in UK Higher Education 
Institutions and, 

○ the adoption of Responsible Tech/AI principles

● The data collected will help us understand
○ challenges institutions face
○ principles of interest for HEI when adopting Responsible Tech
○ inform and feedback the creation of a Responsible AI 

Framework for Learning Analytics in Higher Education

● HESPA 
153 HE UK Institutions 

● 10 min questionnaire
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Questionnaire about the use of Responsible AI principles within LA solutions
Findings from Engagement with the Community

28 participants

Survey Results:

* Answers were optional

3 nations represented:
England, Wales, Scotland

Roles represented*:

Poll No 1

Strategy and planning 6
Technology design and implementation 5
Data analytics 3
Teaching and student success 3
Other 1
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Findings from Engagement with the Community
Does your organisation use of any type of 
LA or PLA solutions?

● 61% use LA or PLA solutions
● 39% do not use any LA or PLA solution

Definitions
Learning Analytics (LA) [1]:
The measurement, collection, analysis, and reporting 
of data about learners and their contexts, for the 
purposes of understanding and optimising learning 
and the environments in which it occurs.

Predictive Learning Analytics (PLA):
A branch of Learning Analytics that aims to 
forecast what might happen in a learning 
context. 

[1] https://www.solaresearch.org/about/what-is-learning-analytics/
Poll No 2

https://www.solaresearch.org/about/what-is-learning-analytics/
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Findings from Engagement with the Community

What type of LA/PLA solutions?

Third party tools, for 
example:

● Blackboard Analytics
● Civitas Learning
● IntelliBoard
● JISC Learning Analytics
● SEAtS One
● StREAM

Hybrid, for example:
● Power BI 

customisation
● AWS tools 

customisation

In-house
● Python scripts
● Dashboards

Poll No 3
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Findings from Engagement with the Community

No R-AI implementation feedback:

Does your organisation implement or consider Responsible AI principles 
within your LA and PLA solutions?

“Early implementation of LA, not 
considered at this stage

Third party tools seen as “Black-boxes” 
and difficult to understand

“In consideration, but not formalised yet”

“Lack of policy”

“Need of right infrastructure/tools”

Responsible principles: 
fairness & bias, transparency, security, privacy, 
safety, accountability, explainability

Poll No 4

R-AI implementation
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Findings from Engagement with the Community

Does your organisation have an 
institutional Responsible AI policy or 

framework, external or internal?

Aspects considered in the 
Responsible AI policy/framework

● Social aspects: including addressing human biases, 
aligning with stakeholders' objectives, and assessing 
the broader societal impact of the LA or PLA 
technology

● Technical aspects: including strategies for identifying 
and mitigating algorithmic biases, ensuring robust 
security measures, and safeguarding data integrity

Open Question: 

Would you recommend any example, tool, policy of 
Responsible AI to us?

R-AI policy or framework
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Findings from Engagement with the Community

How important are these principles/factors 
of Responsible AI within the LA and PLA 
solutions of your organisation?

Principles

● Safety
● Accountability 
● Explainability
● Privacy & data 

governance

Responsible principles: 

● Fairness & bias
● Transparency
● Security
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Findings from Engagement with the Community
What are the key challenges your organisation faces when 
implementing Responsible AI principles for LA/PLA solutions?

“...reliability, accuracy and 
usefulness have not been 
proven..”

Others:

“Concerns over the metrics used 
to generate insights...”

“...lack of clarity over when and 
how much is weighted to 
predictors.”

Open Question: 

What do you think are the main challenges Higher Education Institutions 
in the UK face when implementing Responsible Tech principles?
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Promoting Equity in HE

A specific focus on addressing bias and 
discrimination in AI-driven learning analytics 
systems.

Our project seeks to establish a framework of 
best practices, risks, and compliance with 
UK regulations. 

The primary aim of this framework is to 
provide higher education institutions with 
actionable guidance on how to incorporate 
responsible AI principles effectively into their 
LA initiatives. 

Latest publication

https://fairai4edtech.kmi.open.ac.uk/outcomes/ 

https://fairai4edtech.kmi.open.ac.uk/outcomes/
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Framework development

● Built based on an exhaustive analysis of established Responsible AI frameworks 
(including leading technology companies) and mapped to the context of LA in HE

● Identified seven common principles including: fairness and bias, transparency, 
privacy, accountability, explainability, safety and security

● Conducted research to review how studies addressed these principles in practice 
within the LA domain

● Collected the solutions, challenges, and lessons learned from these studies
● Finally, we propose a framework aimed at guiding HE institutions in the responsible 

implementation of LA systems.

Responsible AI Framework
For learning analytics in Higher Education Institutions
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Responsible AI principles

• Fairness and bias: Ensuring that LA systems are 
free from biases that could disadvantage certain 
student groups.

• Accountability: Establishing clear lines of 
responsibility for the design, deployment, and 
outcomes of LA systems.

• Transparency: Providing clear and accessible 
information to all stakeholders.

• Explainability: Ensuring that predictions and 
decisions made can be understood by non-expert 
users

• Security: implementing robust technical 
safeguards to protect the integrity, 
confidentiality, and availability of data. 
Secure predictive models from manipulation 
or misuse.

• Privacy: Protecting the personal data of 
students and staff, ensuring that LA systems 
comply with legal and ethical standards 
around data privacy.

• Safety: Ensuring that LA systems are 
designed to minimise harm to staff and 
students
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Responsible AI Framework

Structure

For learning analytics in Higher Education Institutions

Recognising that institutions are at various 
stages of their LA adoption, we have structured 
the framework to follow the stages of the 
software development lifecycle

https://fairai4edtech.kmi.open.ac.uk/outcomes/ 

Framework proposal V0.1

Principles/ 
Stages

Requirements & 
Data Collection

Design Development Testing Release & 
Monitoring

Accountability

Explainability

Fairness & 
bias

Safety

Security

Transparency

Privacy

Actionable guidance

https://fairai4edtech.kmi.open.ac.uk/outcomes/
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Responsible AI Framework
For learning analytics in Higher Education Institutions
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While many works have explored the need for Responsible AI 
principles in LA, existing works often lack practical guidance for 
how institutions can operationalise these principles

Responsible AI Framework

Open conversation

1. What are the barriers to moving from guidance to practical 
implementation?

2. What best practices exist for implementing these principles?

3. Which new types of support or guidance do organisations need for 
implementation?

4. What are the implications in terms of policy and regulations?

Responsible principles: 
fairness & bias, 
transparency, security, 
privacy, safety, 
accountability, 
explainability



Thank you!
For more information visit:

https://fairai4edtech.kmi.open.ac.uk 

Meet the speakers:

https://fairai4edtech.kmi.open.ac.uk


Thank You!
To find out more about HESPA, scan the QR code below:


