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Towards an Operational Responsible AI Framework for Learning Analytics in
Higher Education
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Universities are increasingly adopting data-driven strategies to enhance student success, with AI applications like Learning Analytics
(LA) and Predictive Learning Analytics (PLA) playing a key role in identifying at-risk students, personalising learning, supporting
teachers, and guiding educational decision-making. However, concerns are rising about potential harms these systems may pose, such
as algorithmic biases leading to unequal support for minority students. While many have explored the need for Responsible AI in LA,
existing works often lack practical guidance for how institutions can operationalise these principles. In this paper, we propose a novel
Responsible AI framework tailored specifically to LA in Higher Education (HE). We started by mapping 11 established Responsible
AI frameworks, including those by leading tech companies, to the context of LA in HE. This led to the identification of seven key
principles such as transparency, fairness, and accountability. We then conducted a systematic review of the literature to understand
how these principles have been applied in practice. Drawing from these findings, we present a novel framework that offers practical
guidance to HE institutions and is designed to evolve with community input, ensuring its relevance as LA systems continue to develop.
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1 Introduction

Learning Analytics (LA)1 are becoming increasingly central to higher education institutions worldwide. LA systems
utilise data to identify at-risk students, support student development, provide personalised and timely feedback, support
self-reflection, and enhance the quality of learning and teaching [47, 49].2

However, the adoption of AI-powered systems within Higher Education (HE) brings with it a range of ethical
concerns. Issues like algorithmic bias, lack of transparency, and potential misuse can have serious implications. For
example, systems that automatically identify students at risk may suffer from algorithmic biases and disproportionally
under-detect students from certain minority groups, leading to those students not receiving equivalent support to the
majority group [7]. Other concerns include the need for these automated systems to be able to explain their decisions
or the safe and transparent usage of student data. Addressing these issues is crucial to ensure that AI technologies are
deployed in a manner that is fair, equitable, and responsible.

1When we refer to Learning Analytics in this paper we consider also Predictive Learning Analytics and any other Learning Analytics approaches
supported by Artificial Intelligence
2LA definition https://www.solaresearch.org/about/what-is-learning-analytics/
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In response to the need of addressing the ethical concerns of AI deployment, tech companies and other organisations
have developed Responsible AI frameworks to guide the design and development of AI. These frameworks provide
guiding principles such as fairness, transparency, accountability, and data privacy to ensure that AI systems are
built in a way that minimises harm and maximises societal benefit. However, while Responsible AI frameworks are
essential for guiding the design, development and deployment of AI technologies, these frameworks are frequently
designed following high-level concepts and principles that can be applied to any AI application, without considering the
specificities of the technology or the environment in which the AI system will be deployed. Similarly, numerous works
have emerged from the LA community emphasising the importance of ensuring that LA systems adhere to ethical
principles [8, 11, 18, 44]. However, these principles are rarely discussed in practical terms, leaving Higher Education
Institutions without clear guidance on how to operationalise them effectively [6, 59].

To address this gap, this paper introduces a novel Responsible AI framework specifically designed for Learning
Analytics (LA) in HE. To develop this framework, we first analysed eleven established Responsible AI frameworks,
including those from leading technology companies like Google and Microsoft, and mapped them to the context of
LA in HE. From this analysis, we identified seven common Responsible AI principles including: fairness and bias,
transparency, privacy, accountability, explainability, safety and security. We then conducted a systematic literature
review to explore how existing studies addressed these principles in practice within the LA domain. By synthesising
the solutions, challenges, and lessons learned from these studies, we propose a new framework aimed at guiding HE
institutions in the responsible implementation of LA systems. Our study is motivated by the following questions:

• RQ1: To what extent do existing Responsible AI frameworks address the specific needs and challenges of
Learning Analytics in Higher Education?

• RQ2: Which Responsible AI principles from existing frameworks are applicable to the context of Learning
Analytics in Higher Education?

• RQ3: How have previous Learning Analytics studies incorporated or addressed Responsible AI principles in
practice?

Building on the answers to our research questions, we propose the development of a tailored Responsible AI framework
for LA in HE. This framework is designed to offer practical, actionable guidance to HE institutions, addressing the
ethical, legal, and social complexities inherent in LA systems. We envision this framework as a dynamic resource that
evolves with the community, incorporating real-world examples of LA implementations and continuously adapting
based on shared challenges and lessons learned. We believe this framework will serve as a valuable asset to the LA
community, providing a much-needed tool for operationalising Responsible AI principles in practical ways.

2 Motivation

Higher Education Institutions (HEIs) face several ethical challenges when integrating Artificial Intelligence (AI) into
their operations, teaching, research, and administrative functions. These challenges stem from the complexity of
AI technologies, the sensitivity of academic and student data, and the societal implications of widespread AI use in
education. The spectrum of technologies used is also broad [12], from Generative AI applications that help to generate
new curricula, to AI that can monitor attendance, to LA solutions that could identify students at-risk.

LA systems in particular introduce numerous ethical challenges, especially given their growing use in HE to enhance
student success and institutional efficiency. These challenges often stem from the use of vast amounts of student data
and algorithmic predictions that can impact decision-making in educational settings. Below is a brief discussion of
Manuscript submitted to ACM



105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

Towards an Operational Responsible AI Framework for Learning Analytics in Higher Education 3

some of the key ethical issues associated with the use of LA in HE. For a broader overview of the problem, the reader is
directed to the following literature [1, 18, 35, 37, 45, 51].

One key ethical issue in LA systems is bias. For instance, a predictive model might unfairly classify students from
certain demographics as at-risk or not, leading to unequal treatment and opportunities. If LA decisions guide resource
allocation or interventions, some students may receive more support, while others are overlooked. LA systems often
inherit bias from the training data [38], reinforcing social inequalities. Bias can also be introduced during data processing,
resulting in different levels of support for students based on factors like race, gender, disability, or socioeconomic status
[7]. It is also important to consider that the predictions generated by LA tools can bias the behaviour of students or
instructors (e.g, by deciding not to continue a course if the prediction is negative in the case of students, or to grade a
student unfairly by over-relying on the output of an algorithmic system) [57]. This shows that biases in LA systems are
both technical and social, highlighting the need for Responsible AI principles that address both dimensions.

Even when the LA systems are not biased, they are never 100% right, they make mistakes. LA systems often fail to
consider the full context of a student’s life, such as personal struggles, cultural differences, or family obligations, which
can affect academic performance but are not easily captured by quantitative data [25]. Those inaccurate predictions can
lead to students either receiving unnecessary interventions or being deprived of necessary support. It is also necessary
to reskill staff to the use of LA systems, ensuring these systems are properly understood and used as intended.

Many LA systems function as "black-boxes" [37], meaning their decision-making processes are not easily interpretable.
This may lead to mistrust among students and staff. If students don’t understand how LA decisions that affected them
are made they may feel mistreated. Similarly, if staff does not understand the reasoning behind LA decisions, they may
decide not to use them, which could lead to disadvantaging their students.

It is also unclear where the failure lies when the LA system makes an error, and that error leads to harm.3 Ensuring
accountability in LA systems is difficult as they involve various stakeholders, including data scientists, administrators,
faculty, third-party vendors, and students. With so many parties involved, it can be difficult to determine who is
ultimately accountable for decisions made based on LA insights. For the same reason, when biases and predictive errors
occur it is challenging to hold a specific party accountable.

LA systems are based on the analysis of vast amounts of data on students, and staff, including academic records,
attendance, or behavioural data from learning management systems. Students may not be fully aware of which data is
being collected, for which purposes, and whether it is being shared, as there may be inadequate consent mechanisms.
Students may also not have the option to opt out of being monitored by LA systems, which raises ethical questions
about autonomy and the right to control one’s own data. It is also often unclear who owns the data — the institution,
the student, or even third-party providers of analytics platforms. This lack of clarity can lead to disputes about how
data can be used. Also, HE institutions are often targets of cyber attacks4, increasing the risk of sensitive information
from students and staff being exposed or misused.

The use of LA systems by different HE stakeholders can also constitute data misuse. It is often unclear within
HE institutions which roles should have access to which type of data, and when. Following the principle of data
minimisation, staff members should have access to the minimum amount of data required to do their jobs. However,
this requires role adaptations of the different LA systems, which are not always possible, specially if the LA solution is
acquired from a third-party vendor.

3https://www.wired.com/story/alevel-exam-algorithm/
4https://www.gov.uk/government/statistics/cyber-security-breaches-survey-2023/cyber-security-breaches-survey-2023-education-institutions-annex
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Concerns have been raised about the psychological impact of LA on both students and staff [46]. LA systems can
create a sense of constant surveillance, where individuals feel closely monitored. This awareness can affect how staff
support students, as teachers might adjust their methods to align with data-driven insights, potentially limiting their
teaching style. Similarly, students may limit their creativity and exploration if LA systems restrict their learning options
through algorithmic recommendations. This can undermine students’ freedom to explore diverse knowledge paths.

Institutions may see LA as a cost-cutting solution. For example, using LA to streamline the effectiveness of academics
may lead to job losses or reduce the number of hours within contracts. How and where institutions invest those savings
from the use of AI-driven applications also constitutes an ethical dilemma. It is also important to acknowledge the
digital divide. As more LA solutions are put in place benefiting both, students and staff, students without access to
technology may be at a disadvantage. Similarly, institutions in wealthier countries or regions may have more resources
to implement LA solutions effectively, leading to a gap between global education systems.

In addition, many regions in the world are still in the process of developing comprehensive legal frameworks to
govern AI [2]. HE institutions therefore need to stay up to date with local, national and international regulations. Also,
since different regions may have varying legal standards it makes it difficult for institutions with international students
to apply consistent ethical standards. These challenges show the importance of creating a practical framework that
could guide HE institutions towards the design, development, deployment and use of their LA solutions.

3 Analysing Existing Responsible AI Frameworks

To address our first two research questions: (i) RQ1: To what extent do existing Responsible AI frameworks address the

specific needs and challenges of Learning Analytics in Higher Education? and (ii) RQ2: Which Responsible AI principles from

existing frameworks are applicable to the context of Learning Analytics in Higher Education?, we followed a comparative
analysis of eleven well-established Responsible AI frameworks.

Our methodology began by clearly defining our research objectives and scope. To ensure a comprehensive and
diverse set of frameworks, we conducted an extensive search using multiple queries through Google’s search engine.
Key search terms included ‘Responsible AI framework,’ ‘ethical AI adoption,’ ‘ethical AI in education,’ and ‘responsible
AI in education.’ For each query, we reviewed the top 30 results to capture a broad spectrum of frameworks across
industry, government, and the education sector. Additionally, we integrated findings from recent literature reviews of
Responsible AI frameworks [6, 55], ensuring the inclusion of widely recognised frameworks from leading technology
companies like Microsoft, Amazon, and Google.

Given that many Responsible AI frameworks are not published as traditional academic papers, but rather proposed
by industry, government, or third-sector organisations, we opted not to limit our search to scholarly databases. This
approach allowed us to capture the most relevant and practical frameworks beyond academic literature.

For inclusion in our analysis, we applied the following eligibility criteria:

• Documents must be written in English.
• Frameworks must address the ethical use of data or software development practices, considering the ethical,

legal, and social challenges related to AI design, development, and adoption.
• Documents describing policies, guidelines, or codes of practice, rather than full frameworks, were included if:

(i) they specifically targeted the education sector, or (ii) they were produced by leading technology companies.

This systematic process ensures a robust and diverse dataset, allowing for a thorough analysis of Responsible AI
principles relevant to Learning Analytics in Higher Education. As detailed in Table 1 we identified eleven relevant
Manuscript submitted to ACM
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Table 1. Responsible AI initiatives: frameworks, guidelines, policies. AI = Artificial Intelligence, ML = Machine Learning, LA = Learning
Analytics, PLA = Predictive Learning Analytics.

# Organisation name Document name Focus Doc. Type Year Number of
Principles Context

1 NIST AI Risk Management Framework (NIST) [54] AI Framework 2023 7
Non-sector-specific
AI risk-oriented (design,
development, release, and use)

2 Microsoft Microsoft Responsible AI Standard [36] AI Framework 2022 6 AI in industry
Product development

3 The Institute for Ethical
AI in Education - IEAIE The Ethical Framework for AI in Education [19] AI Framework 2021 9 UK

AI in Education

4 Alan Turing Institute
Understanding artificial intelligence ethics and
safety: A guide for the responsible design and
implementation of AI systems in the public sector [30]

AI Guideline 2019 4 UK
AI in the public sector

5 The Open University Data Ethics Policy - OU (2023) [60] AI, ML,
Data Policy 2023 4 UK. The Open University

Data management

6 IBM AI ethics at IBM [27] AI Principles description 2024 5 AI in industry
Product development

7 Google Google’s AI Principles [21] AI Principles description 2023 7 AI in industry
Product development

8 Amazon Building AI responsibly at AWS [5] AI Principles description NE 8 AI in industry
Product development

9 JISC Code of practice for learning analytics [28] LA Code of practice 2023 7 UK
Learning Analytics in HEI

10
ICDE - International
Council for Open and
Distance Education

Global Guidelines: Ethics in Learning Analytics [52] LA,
PLA Guideline 2019 10

Global
Learning Analytics
in Education

11 University of Edinburgh Learning Analytics Principles and Purposes [39] LA Policy 2017 7 UK. University of Edinburgh
Learning Analytics in HEI

initiatives launched by organisations in different domains. The table details: (i) the originating organisation, (ii) the
document’s name and URL, (iii) the primary focus of the document (Artificial Intelligence, Machine Learning, Data,
Learning Analytics, or Predictive Learning Analytics), (iv) the document type (framework, policy, principles, code
of practice, or guidance), (v) the year of release, (vi) the number of Responsible AI principles discussed, and (vii) the
context (domain, country, sector) in which the principles are applied. Although marginally relevant, we excluded the
SHEILA Framework [55], as it did not fully meet our eligibility criteria, being primarily focused on strategic planning
and policy processes for Learning Analytics.

We then conducted a SWOT (Strengths, Weaknesses, Opportunities, and Threats) analysis of the eleven selected
documents. The Strengths criterion evaluated how well each document addressed the unique needs and challenges
of Learning Analytics in Higher Education. Weaknesses identified areas where the documents could be improved to
better meet these needs. Opportunities considered how the insights and lessons from each document could contribute
to developing a tailored Responsible AI framework for LA in HE. Finally, Threats examined any potential challenges or
competition highlighted by the documents that could impact the development of such a framework.

Our analysis revealed that most frameworks adopt a holistic view of AI systems, often focusing on machine learning
algorithms and large-scale data science without specific consideration of LA in HE. While some documents, such as
those by [28, 39, 52, 60], provide relevant high-level principles and guidelines, they often lack concrete, actionable
steps, tools, or measurable practices that HE institutions could implement in their LA efforts.

However, we identified significant opportunities within these frameworks. Many of the principles outlined, if refined
and tailored specifically to the LA context in HE, could serve as a solid foundation for the development of a robust and
applied Responsible AI framework. We then proceeded to analyse the Responsible AI principles mentioned across these
documents, extracting their commonalities and unique aspects. This allowed us to identify key principles that could be
adapted to meet the needs of LA in HE and inform the creation of our framework.

Manuscript submitted to ACM
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Table 2 presents the common Responsible AI principles identified across the 11 analysed documents. Each row
corresponds to one of the analysed documents and highlights the Responsible AI principles discussed within it. It is
important to note that while different documents may use slightly varied terminology, they often refer to the same
underlying principles. In the top row, we list the common Responsible AI principles identified across all documents,
along with the standardised names we have selected for each principle in this study. Subsequent rows display the
individual documents, indicating which of the common principles they cover and how those principles are named in
the respective document. Note that certain documents may group two or more principles under a common one (e.g.,
Transparency and accountability [52] or Privacy and Security [36]). In those cases, the principle appears twice in the
table under the different individual ones. The final column, "Unclassified," includes principles that are either unique to a
specific policy, guideline, or framework, or that appear only in a small subset of the analysed documents.

Building on the various definitions of common principles found in the 11 analysed documents, we propose here a set
of definitions specifically tailored to the context of Learning Analytics in the Higher Education sector:

• Fairness and Bias: Ensuring that LA systems are free from biases that could disadvantage certain student
groups, such as minorities or underrepresented communities. Fairness in this context means that predictive
models do not disproportionately label or classify students based on sensitive attributes like gender, race, or
socio-economic background, that any interventions derived from analytics are equitably distributed among all
students, and that the outputs of LA systems and are not biasing students and staff in their decisions.

• Transparency: Providing clear and accessible information to all stakeholders (students, educators, adminis-
trators) about how LA systems operate, including data collection, algorithms used, and the decision-making
processes behind predictive analytics. This principle emphasises the importance of openness in the system’s
design, implementation, and outcomes, ensuring that users understand how predictions and classifications are
made and which and how their data is being utilised.

• Accountability: Establishing clear lines of responsibility for the design, deployment, and outcomes of LA
systems. This includes holding institutions, technology providers, and stakeholders accountable for ensuring
ethical practices, addressing unintended consequences, and mitigating harms caused by LA-driven decisions. In
the context of Higher Education, accountability particularly ensures that institutions take responsibility for the
accuracy and fairness of predictive analytics outcomes and their impact on students.

• Privacy: Protecting the personal data of students and staff, ensuring that LA systems comply with legal and
ethical standards around data privacy, such as GDPR.5 This includes collecting only necessary data, securely
storing it, and ensuring that students and staff have control over how their data is used. Privacy also involves
limiting the sharing of personal data to authorised individuals or systems and ensuring that predictive models
do not intrude on the personal lives of students or staff.

• Security: Safeguarding LA systems from data breaches, hacking, and unauthorised access to sensitive student
and staff data. This principle focuses on implementing robust technical safeguards to protect the integrity,
confidentiality, and availability of data and ensuring that predictive models are secure from manipulation or
misuse. Security is particularly important in HE, where large volumes of sensitive information are processed.

• Explainability: Ensuring that the predictions and decisions made by LA systems can be understood by non-
expert users, such as HE staff and students. Explainability in this context involves providing clear, understandable
explanations for how specific predictions and decisions were reached and offering insights into the variables
that contributed to those outcomes.

5https://gdpr-info.eu/
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Table 2. Responsible AI common principles identified across analysed documents.

Common principlesOrganisation’s
name Fairness and bias Transparency Accountability Privacy Security Explainability Safety Unclassified
Alan Turing
Institute Fairness Transparency Accountability - - - - Sustainability

The Open
University Fairness Transparency Accountability - - Explainability - -

ICDE Inclusion - Communications
- Transparency

Institutional responsibility
and obligation to act

- Consent
- Data ownership
and control

- Accessibility of data
- Validity and reliability
of data

- -
- Cultural values
- Student agency and
responsibility

Google
- Avoid creating or
reinforcing unfair bias
- Be socially beneficial

- Be accountable to people Incorporate privacy
design principles - -

- Be built and
tested for safety
- Be made available for
uses that accord
with these principles

- Uphold high standards of
scientific excellence

IBM Fairness Transparency - Privacy Robustness Explainability - -

IEAIE Equity
- Informed Participation
- Transparency and
Accountability

- Transparency and
Accountability Privacy - - - Achieving

Educational Goals

- Administration and Workload
- Autonomy
- Ethical Design
- Forms of Assessment

JISC Minimising
adverse impacts

- Transparency, legal
basis and consent
- Access

Responsibility - Privacy
- Stewardship of data - Validity - - -

University of
Edinburgh

- Beneficial to students
- Fairness and bias Transparent

- Be accountable
to people
- Governance

Privacy - Explainability - -

Microsoft - Fairness
- Inclusiveness Transparency Accountability Privacy and Security

- Privacy and
Security - Reliability

and Safety -

Amazon Fairness Transparency - Governance Privacy and security
- Privacy and security
- Veracity and robustness

- Explainability
- Controllability Safety -

NIST Fair with harmful
bias managed

- Accountable and
transparent

Accountable and
transparent Privacy-enhanced - Secure and resilient

- Valid and reliable
Explainable
and interpretable - Safe -

• Safety: Ensuring that LA systems are designed to minimise harm to staff and students, whether psychological,
emotional, or academic. Safety in this context involves evaluating the potential risks of using LA, such as flawed
predictions, over-reliance on predictions or biases derived from the human perceptions of those predictions,
and ensuring that interventions based on analytics are supportive rather than punitive. It also means ensuring
that these systems do not create undue stress or pressure on students and staff.

Unclassified principles such as Sustainability, Cultural values, or Student agency and Responsibility are not considered
in our proposed framework, because they were either less explicitly defined in the context of Learning Analytics or do
not directly align with the immediate operational needs and challenges identified in our analysis of existing frameworks.
In the following section, our goal has been to review existing works on LA (tools, applications, use cases) and extract
valuable lessons learned, including best practices, challenges, opportunities, in relation to the seven identified principles.

4 Analysing LA works with respect to Responsible AI principles

We address in this section the third research question (RQ3): How have previous Learning Analytics studies incorporated

Responsible AI principles in practice? To answer this, we conducted a systematic literature review of relevant studies.

4.1 A Systematic Literature Review

We initiated our systematic literature review by identifying key terms derived from our research questions and the
ethical principles discussed (see Table 2). We compiled a list of synonyms to create a comprehensive search string using
Boolean operators (AND, OR). The structured search query was formulated as follows: {domain of interest} + {area of
implementation} + {principles} + {focus}. The resulting search string was defined as (’learning analytics’ OR ’predictive

learning analytics’) AND (’higher education’) AND (fairness OR transparency OR privacy OR accountability OR safety OR

explainability OR ethics OR ’responsible AI’) AND (framework OR guideline OR policy OR ’code of practice’ OR principles

OR ’best practice’ OR implications OR ’lessons learn’).
This search string was applied across three digital libraries—ERIC https://eric.ed.gov/, SCOPUS https://www.scopus.

com, and ACM https://dl.acm.org —selected for their relevance to our study. Searches were conducted on titles, abstracts,
Manuscript submitted to ACM
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Table 3. Inclusion and exclusion criteria

Inclusion criteria
1 Studies that describe ethical concerns in the adoption LA or PLA by HEI
2 Studies that describe ethical challenges or address specific ethical principles for adoption of LA
3 Studies that discuss, suggest or have implemented controls, guidelines or policies for ethical adoption of LA.
Exclusion criteria
1 Studies written in a language other than English
2 Conference abstracts and editorials
3 Studies that do not meet any of the inclusion criteria
4 Studies that focus on other education organisations other than HEI

and keywords. We obtained: ERIC (54), Scopus (70) and ACM (110) results from each library. Before selection, we
removed duplicate results. Subsequently, we established robust inclusion and exclusion criteria based on our research
questions (see Table 3). We focused on studies that explore the responsible adoption of LA. This included papers
detailing lessons learned from LA implementations, identifying challenges faced by Higher Education Institutions
(HEIs), and proposing strategies to address these issues, including policy and guideline development.

The study selection followed a three-stage process: (a) reviewing the titles and abstracts, (b) reading the introductions
and conclusions, and (c) evaluating the full text. At each stage, documents were categorised into three groups: ’important,’
’unsure,’ and ’not relevant.’ Papers classified as ’unsure’ were reviewed collectively by all authors to reach a final decision.
Additionally, we employed a snowballing technique to manually include certain papers identified through key citations.

A total of 234 articles were initially identified through database searches. After removing duplicates (N=37), 197
articles proceeded to the three-stage selection process. Ultimately, 167 studies were excluded, and 30 were selected. An
additional 15 studies were manually added, resulting in a final total of 45 studies for this literature review.

4.2 Findings

The publication years of the selected papers range from 2013 to 2024. The selected studies include journal articles, book
chapters, and conference papers. We first classified the selected works according to the seven principles identified
in Section 3. The classification was done in two steps: (a) reading the titles and abstracts to identify the potential
Responsible AI principle(s) addressed by each study, and (b) reviewing the full text, with a focus on the methodology,
results, and discussion sections, to determine the primary and secondary principles covered. As shown in Table 4, 40%
of the analysed studies primarily focus on Privacy. The second most commonly addressed principle is Transparency. We
also created a ’Various principles’ category for works focusing on more than two principles. In the following section,
we review the selected works, discussing how they have applied Responsible AI principles in practice, the challenges
encountered, and the lessons learned.

Table 4. Distribution of Studies Across Responsible AI Principles

Focus Privacy Transparency Fairness/Bias Accountability Safety Security Explainability Various
Primary 18 9 7 3 1 4 1 2
Secondary 5 6 2 0 2 0 0 6

4.2.1 Accountability. The accountability principle mandates that institutions take responsibility for decisions generated
by predictive analytics systems. All stakeholders—such as HEI directors, managers, and data scientists—must understand
Manuscript submitted to ACM
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their roles throughout the lifecycle of Learning Analytics (LA) systems. For instance, [40] highlight the importance of
accountability in the design phase, particularly concerning data management. Similarly, [3] emphasise that unclear
governance policies can undermine trust in LA systems. [61] provide operational criteria for accountability, such as
creating clear documentation of roles for developers and users of LA dashboards. Compliance with GDPR also plays a
critical role, in defining key responsibilities among data controllers, processors, and subjects. The literature reveals two
dimensions of accountability: forward-looking responsibility, which focuses on identifying stakeholders and their roles,
and backwards-looking responsibility, which involves acknowledging the outcomes of LA systems. Overall, addressing
accountability is a significant challenge for HEIs. The accountability principle also overlaps with principles such as
Safety, Security and Transparency. In their work, [43] suggest that implementing audit measures (mechanisms to inspect
what, how, and why predictions and automated decisions were made) could not only improve algorithmic explainability
but also support who (developers, admin staff, users) can be held accountable. In summary, the reviewed papers did not
provide clear guidelines regarding the allocation of responsibilities among roles or the specific actions to be taken (e.g.,
escalation procedures) if harm arises from the use of LA systems.

4.2.2 Safety. The Alan Turing Institute’s guidelines for safe AI systems [30] highlight accuracy, reliability, and
robustness as essential technical characteristics necessary to ensure AI functions safely and avoids harmful outcomes.
In the context of LA, components such as data, decision algorithms, and applications (e.g., dashboards, alert systems)
must be designed, deployed, and monitored to minimise errors, ensure consistent behaviour aligned with LA goals,
and produce trustworthy predictions. To enhance safety it is crucial to provide end users—students, academic staff,
and administrators—with clear documentation outlining the responsible use of LA systems, including guidance on
interpreting data and engaging with at-risk students [26]. Developers should also receive clear conceptual frameworks
and usage guidelines for LA systems [54]. Reliability in decision algorithms is critical; thus, establishing measurable
goals for accuracy and expected model performance is vital. Specific considerations regarding acceptable error rates
and performance metrics should be implemented. It is important to acknowledge that various factors—such as the
choice of machine learning algorithms, missing data, and data noise—can influence predictions. Therefore, setting
checkpoints for training and testing data is recommended [36]. Additionally, ensuring data accuracy is paramount;
research by [41] underscores the need for HEI policies that guarantee access to up-to-date student data to prevent
unreliable predictions. Despite these recommendations, there seems to still be a big gap in the literature on methods
and actions that HEIs could put into practice to ensure that LA systems minimise harm to staff and students, whether
psychological, emotional or academic.

4.2.3 Security. The security principle includes the implementation of technical, administrative and physical controls
to mitigate risks and prevent information assets from being accidentally or deliberately compromised. Key aspects6

include ensuring confidentiality by controlling access to sensitive data about students and staff, maintaining integrity
by preventing unauthorised data alteration or deletion, and guaranteeing availability for authorised users to access
LA systems promptly [29]. Literature around Security indicates a dual focus on privacy and data security concerns
[10, 17, 53]; and both principles are strongly interlinked. For instance, implementing strong security measures (like
data anonymisation) is crucial for protecting personal information, thus supporting privacy. Similarly, adhering to data
privacy regulations comprises technical measures and policies to restrict unauthorized access or disclosure of personal
information. Given that educational institutions collect extensive socio-demographic and progress data from students,

6GDPR Article 32:1b: Security measures must "ensure the ongoing confidentiality, integrity, availability and resilience of processing systems and services"
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any breach of this information could have detrimental effects on individuals and institutions alike. Therefore, the
acquisition, processing, storage, and disposal of personal and sensitive data must adhere to strict legal and regulatory
compliance standards [29]. In this context, [50] presents a compilation of ethical data governance considerations,
which encompass data security aspects such as data process (public, sensitive, personal, high-risk), data storage (local
vs. remote), and data audit plans. In the same line, the work by [16] compiles reference questions for managers and
decision-makers to consider when implementing LA data security. Other researchers, however, who have looked at
security in LA, have used the General Data Protection Regulation (GDPR) as the main guidance to protect personal data;
for example, [10] and [53] propose data security aligned with GDPR. While much of the existing literature emphasises
legal frameworks and identifies data security issues, there remains a gap in specific operational and technical controls,
which can hinder HEIs from effectively delivering the security principle within their LA solutions. Security controls
should be tailored to align with organisational objectives and technological capabilities and evolve in response to
advancements in technology, the latter being a great challenge for HEIs.

4.2.4 Fairness and bias. The principles of fairness and bias have garnered considerable attention within the Learning
Analytics (LA) community, exemplified by dedicated workshops such as FairLAK7. Research has underscored the
necessity of evaluating LA algorithms for biases and implementing effective mitigation strategies [44]. Some studies
focus on fairness metrics to assess biases affecting specific groups, including minority ethnic students [7]. Advancing this
work, Deho and colleagues [15] shifted from merely detecting bias to actively mitigating it, conducting a comparative
evaluation of selected bias mitigation approaches. Their findings reveal that fairness lacks a universal definition, making
the choice of definition a crucial first step in determining appropriate mitigation strategies. Furthermore, both studies
indicate that enhancing fairness in LA systems may not need a compromise on predictive performance. [44] recommend
the de-weighting or removal of sensitive attributes (and potential proxies, such as socio-economic status) from the
training data of LA algorithms. However, Deho et al. [13] clarify that the inclusion or exclusion of a protected attribute
impacts performance and fairness only if it is correlated with the target label and deemed significant. Importantly,
LA models that demonstrate fairness based on historical data may not maintain this fairness when applied to current
or future datasets. Deho and colleagues therefore advocate for ensuring robustness against dataset drifts prior to
deployment [14]. In a recent survey on biases in education, Li et al. [31] emphasised the importance of considering
intersectionality—how multiple sensitive attributes like gender and ethnicity interact—when evaluating algorithmic
bias. They cautioned that applying fairness metrics to inappropriate tasks could lead to false conclusions and potentially
harmful decisions. On the social aspect of fairness, [57] utilised questionnaires to gather insights from students and staff
regarding the implications of bias in decision-making processes. Students expressed concerns about bias perpetuation
and the fear of unfair assessments, while staff highlighted apprehensions regarding decisions made about them based on
LA, such as managers using LA for performance evaluations. While the existing identification and mitigation methods
for bias provide valuable insights for HEIs, there remains a significant gap. The lack of clear guidelines on which
definitions of fairness should be adopted based on specific objectives, as well as which bias mitigation methods are
most suitable depending on the context (data, algorithm, etc.), leaves many open questions when operationalising this
principle.

4.2.5 Transparency. The principle of transparency is crucial in ensuring that all stakeholders involved in a LA system
(students, staff, and other relevant parties) are well-informed about its operations. Numerous studies highlight the

7https://sites.google.com/view/fairlak
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necessity of transparency in LA [8, 34, 59], yet many fall short of providing practical guidance on how to achieve it.
Drachsler and Greller [16] note the inherent complexity in data collection and algorithmic processes, emphasising the
challenge of conveying this information to non-technical stakeholders, including learners, teachers, and education
managers. They advocate for giving data subjects access to their analytics results, empowering them to decide whether to
seek pedagogical support or interventions, thereby placing the learner in control. The work also stresses the importance
of obtaining clear consent prior to data collection, including the need for straightforward yes/no questions and the
option to opt-out without repercussions. Hakami [24] reviewed 37 LAK papers mentioning LA and Transparency.
They highlighted the need to ensure stakeholders know how the algorithm works (algorithmic transparency), the
need to set policies that reveal what data is collected and how they are used (institutional transparency), and the need
to inform learners that they are being tracked (transparency and data). They also highlight that transparency can
enhance understanding, sense-making and reflection, technology acceptance and adoption and trust. Tsai et al.[56]
further highlight the significance of effective communication in achieving transparency, while Veljanova et al. [62]
propose technical design features aimed at operationalising transparency within LA systems. Collectively, these works
demonstrate the multifaceted nature of transparency, illustrating how open communication regarding data practices,
algorithms, and decision-making processes fosters a more informed environment for all users involved in LA. However,
significant gaps remain regarding when and how these communications should be implemented, as well as the most
effective strategies to ensure that both students and staff receive, understand, and assimilate this information. [56]
suggest practical steps such as organising workshops or meetings with students and incorporating relevant training on
digital literacy into academic development programmes. These initiatives aim to raise awareness about the importance
of data protection and empower students to take informed actions regarding their data in the context of LA. However,
despite these valuable recommendations, the effectiveness of these proposed actions has yet to be evaluated.

4.2.6 Privacy. A wide range of studies have considered the privacy implications of LA. In a concept mapping exercise
with experts, privacy as well as transparency were identified as the most important elements of LA policy [48]. A key
issue identified in prior studies is how and whether the student has agency over use of their data in the LA system.
Recommendations include giving students the option to opt-out [55]. Alternatively, LA could be offered on an opt-in
basis [42] in which LA is presented in terms of how it can improve their learning experience [22]. To ensure consent is
genuinely informed [40, 55, 63] students need greater awareness of what data is used and how [42] and the expected
impact of granting or withdrawing consent [3]. Workshops or meetings with students may be used to ensure students
have appropriate knowledge of data literacy and data protection [58]. Consent-seeking procedures should be defined at
an early stage [4] to help ensure initial or changing student preferences can be handled in the LA infrastructure [17].
Similarly, staff should be given better guidance on the appropriate use of data and also the consequences of misuse
(e.g. loss of confidentiality, negative publicity, legal action) [20]. Such guidance could be informed by a Privacy Impact
Assessment, covering impact on individuals, groups and wider society [9]. Privacy should be initially considered at
the point of the initial business case as part of the risk analysis for the initiative [9]. Data should be anonymised
wherever possible [55, 58], for example when aggregated to inform curriculum improvements [22]. More broadly, data
governance guidelines should inform data sharing and ownership [3] and be used to continually assess data access
rights for different stakeholders [4], minimising access to student data [58]. Privacy enhancing technologies such as
anonymisation, encryption and digital signatures should be considered to improve the security of personal data [42]
and any stakeholders should have access to an independent complaints body if they have any grievance over how their
data has been accessed and used [9].
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4.2.7 Explainability. The principle of explainability highlights the need for LA systems to offer clear insights into
how their predictions and decisions are made. For example, [33] note that traditional machine learning methods, like
decision trees, provide higher interpretability compared to modern deep learning models, which often function as
"black boxes." As a result, despite their lower accuracy, these interpretable systems may be preferred in scenarios where
understanding the decision-making process is critical. This observation is further supported by Gunasekara et al. [23],
who reviewed explainability research within Educational Data Mining (EDM) and Learning Analytics, underscoring
the importance of clarity in these systems. To address the explainability of more complex models, Li et al. [32] utilise
two widely used explainable AI tools: Local Interpretable Model-agnostic Explanations (LIME) and Shapley Additive
Explanations (SHAP). These tools, also adopted by well-known predictive analytics platforms [25], help break down
complex model outputs into understandable components. Li and colleagues stress the importance of developing robust
evaluation metrics to assess the quality of these explanations. Indeed, Gunasekara et al.’s review [23] reveals a critical
gap in research regarding the metrics necessary to effectively evaluate the quality and utility of these explanations.
Taken together, these works reflect the complex nature of explainability in LA. While existing studies underscore the
importance of offering transparent and comprehensible explanations for decision-making processes, a significant gap
remains in providing practical guidance on how to implement explainability effectively in educational settings. The
challenge lies not only in ensuring that explanations are available but also in communicating them in ways that are
meaningful and accessible to a diverse range of users, including both students and educators.

5 Responsible AI Framework for Learning Analytics

In this section, we introduce our Responsible AI (RAI) framework tailored to Learning Analytics (LA) in Higher
Education (HE) - see Figure 1. The primary aim of this framework is to provide higher education institutions with
actionable guidance on how to incorporate responsible AI principles effectively into their LA initiatives. Recognising
that institutions are at various stages of their LA adoption, we have structured the framework to follow the stages of
the software development lifecycle: Requirements and Data Collection, Design, Development, Testing, Release, and
Monitoring. By aligning the framework with these stages, we address a key limitation of many existing resources,
allowing HEIs to engage with the specific stage of development they are currently in. This approach enables a more
flexible, actionable pathway for integrating responsible AI principles.

While our ultimate goal is to provide both a list of actions HEIs can take to ensure their LA systems incorporate
responsible AI principles and how to implement these actions, our literature review reveals a significant lack of real-
world examples of how HEIs have operationalised these principles—if they have done so at all. We acknowledge that
this leaves our framework incomplete, particularly in offering specific, practical steps that have already been tested
in the field. However, we see this as an opportunity for continued growth. Our ambition is to refine this resource in
collaboration with the wider academic and practitioner community, learning from best practices as they emerge.

For the purposes of this paper, a version of our proposed framework is summarised in Figure 1 and accessible via
an anonymised URL8, where we have presented the relevant elements through a PowerPoint presentation (due to the
constraints of the double-blind review process). The framework is hosted on a dedicated project website, where each
step is linked to available documentation and real-world case studies from HEIs. This evolving resource will allow
the community to contribute relevant materials, such as code libraries, consent forms, and other practical examples,
fostering a collaborative environment where institutions can learn from one another.

8Project repository:https://osf.io/at97f/?view_only=15b10f42abaa466691ffcce8a61226c1
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Ultimately, we hope that this framework becomes a dynamic tool for HEIs seeking to responsibly implement LA
systems, enabling them to align their practices with responsible AI principles.

6 Discussion and Conclusions

In this paper, we have sought to address a pressing need within Higher Education Institutions (HEIs) for practical
guidance on implementing Responsible AI principles within Learning Analytics solutions. Our aim is to establish a
comprehensive Responsible AI framework tailored specifically for LA applications in HE. This framework is rooted in
existing literature, but we have taken an important step further by examining not only high-level principles but also
detailed accounts from studies that have operationalised these principles in various contexts. We have gathered lessons
learned and challenges encountered, providing a richer foundation for our proposed framework.

Our framework is organised around the Software Development Lifecycle, encompassing critical stages from re-
quirements gathering and data collection to deployment and monitoring. By doing this, we aim to create a structured
approach that allows HEIs to systematically integrate Responsible AI principles into their LA practices. Each stage
of the lifecycle includes a list of actionable items based on insights gleaned from the literature, offering guidance on
operationalising these principles.

This resource, which is accessible online (URL withheld due to the double-blind review process), is intentionally a
work in progress. We envision it as a starting point for collaboration and dialogue between the academic community
and practitioners. Discussing our framework at relevant venues is crucial for refining and enhancing this resource, as it
enables us to gather feedback and share best practices with stakeholders in the LA community.

We acknowledge that there may be relevant works from other disciplines—such as Computer Science and Sociol-
ogy—that explore aspects of Responsible AI, albeit not specifically within the HE context. While these works have not
been incorporated into this initial literature overview, our goal is to continually expand our understanding and enrich
our framework with interdisciplinary insights that can aid HEIs in operationalising Responsible AI principles.

It is important to note that for certain principles, particularly accountability, there remain significant gaps in practical
examples. We hope that this paper will stimulate new research directions that can help the community address these
challenges. By highlighting these gaps, we aim to foster a collaborative environment where researchers can share
insights and develop concrete strategies for accountability in LA systems.

In summary, our proposed Responsible AI framework serves as a vital resource for HEIs looking to implement ethical
and responsible practices in their learning analytics efforts. We believe that by engaging with the broader academic
and practitioner communities, we can collectively enhance the application of Responsible AI principles, ultimately
benefiting both educators and students in the evolving landscape of higher education.
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